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Abstract. Issues of the ethically aligned design of intelligent/autonomous sys-

tems have now moved into the fields of normative and technical regulation. If a 

system must make ethically determined decisions, then it must be recognized as 

a moral agent. This paper provides a list of the properties of a moral agent and 

shows not only that an artificial agent can have such properties, but also that they 

are technically determined as manifestations of adaptive mechanisms. In partic-

ular, it is shown that mechanisms such as the presence of the “I” component in 

the sign-oriented picture of the agent’s world, the presence of an emotional-needs 

architecture, and the mechanism for comparing the observed conspecific with the 

“I” make it possible to realize the phenomena of social learning and a property 

such as empathy. 

Keywords: moral agent, emotional-needs architecture, empathy, social learn-
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1 Introduction 

The ethical issues of artificial intelligence have long been an actively discussed topic, 

and, in recent years, these issues have moved from the category of humanitarian con-

siderations into the field of technical regulation. For example, the IEEE has launched a 

global initiative for research in the field of the ethics of AI. The results of such studies 
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should be technical regulations governing the development and implementation of AI 

systems, with requirements for their ethical behavior. The title of the document is note-

worthy: “Ethically Aligned Design”. Another illustrative example is UNESCO’s report 

on ethics of robots, entitled “Report of COMEST on Robotics Ethics” (authored by 

COMEST—the World Commission on the Ethics of Scientific Knowledge and Tech-

nology) [1]. 

Most discussions about the ethics of intelligent/autonomous systems (I/AS) concern 

various kinds of threat, the social and economic consequences of their use, the ethics 

of the developers themselves, etc. In this work, we are interested in a different aspect 

of the ethics of I/AS: we interested in systems that autonomously make decisions that 

are critically important for humans. The method of application of ethical mechanisms 

in decision making is not significant. For example, ethical considerations may apply to 

evaluating a particular decision or action. Evaluation of an action D can be determined 

by technical, legal, and moral considerations: 

 Eval(D) = tеchnical_evaluation(D) + legal_evaluation(D) + moral_evaluation(D) (1) 

Variations of the notorious trolley problem can be used as an illustration of such rea-

soning. and moral considerations can be presented as a kind of filter. The task of the 

latter is to make a choice among many alternatives. If the decision cannot be determined 

on the basis of technical and legal requirements, then some additional heuristics should 

be applied. These heuristics are ethical rules, which comprise the ethical behavior of 

I/AS. Conventionally, this can be represented as follows: 

Situation
 Technical 

filter

A set of 

variants

 Legal 
filter

 Moral 
filter Final

Decision

 

Fig. 1. Moral choice as a way to resolve ambiguity 

Suppose that we can formalize the provisions of moral philosophy so that they can be 

represented by a certain system of rules (although this is a difficult task that requires a 

separate discussion). The problem then inevitably arises that, if the decision is based on 

moral principles (it is subjective, poorly verified, vague, etc.), then there is only one 

way to increase confidence in it: acceptance that the decision was made by a so-called 

moral agent, i.e., some entity to which we have delegated the right to apply ethical 

considerations. The question is then raised of whether there are prerequisites for I/AS 

to become a moral agent. 
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2 A moral agent 

The basic definitions of the essence of a moral agent are usually anthropocentric and 

concise; as Parthemore and Whitby write, “by ‘moral agent’, we mean any agent that 

is appropriately held responsible for its actions” [2]. The reasoning is usually added 

that a moral agent acts in accordance with its role (see Mayo’s work [3]), which speaks 

to freedom and is regarded as a necessary condition of a man being a moral agent, 

knowing that certain things are “right” or “wrong”. Parthemore and Whitby state that a 

moral agent is necessarily a conceptual agent, i.e., an agent that possesses and employs 

concepts (units of structured thought), including the concept of “self”. 

We do not undertake to discuss the full list of properties that a moral agent should 

have, which is a purely philosophical problem that is compounded by the lack of con-

sistent, constructive definitions of the basic concepts of ethics. Instead, we are inter-

ested in the purely applied aspect of creating I/AS, and the behavior (decision-making) 

of the created I/AS should correspond to our general ideas about the behavior of a moral 

agent. In this case, we will rely on the assumption that a moral agent can be not only a 

person, but any entity, including an artificial agent. A human monopoly on moral issues 

has long been questioned (see, for example, de Waal [4]), and we take the next step, 

moving away from biological chauvinism altogether. 

We postulate that the many manifestations of the properties of a moral agent are 

determined by three basic mechanisms. These are (1) the agent’s possession of a world 

model in which there is an “I” component (cognizing subject), (2) a mechanism for 

comparing the observed other agent (conspecific) with the “I”, and (3) the presence of 

an emotional-needs architecture of the lower-level control system. At the same time, 

we will try to show that all these components have a very practical, real embodiment in 

technical systems, and we will further consider how these mechanisms allow the reali-

zation of a number of behavioral phenomena inherent in a moral agent. 

3 Phenomena and mechanisms 

3.1 Emotions and needs 

Let us start with the lower level of the organization of agents. The role of emotions in 

the formation of ethical norms—and how emotions determine the ethics of human be-

havior—is being actively explored by both philosophers and sociologists [5], [6], [7], 

and Marvin Minsky [8] suggests treating emotions as another way of thinking. 

There is every reason to believe that emotions (on the physiological level) and tem-

perament (on the psychic level) can be inherent in a technical system as purely prag-

matic mechanisms that affect the success of an artificial agent in complex nondetermin-

istic environments, see Karpov [9], [10]. In these works, emotions are viewed as a prop-

erty of the control system that facilitates the realization of functions known in psychol-

ogy as contrasting perception, behavior stabilization, state indicating, working in con-

ditions of incompleteness of information, and so on ([11], [12], [13]). 



4 

We note here that, in the architecture of the control system, the reactions of the sys-

tem—defined as emotional—are determined by positive feedback loops. These connec-

tions are responsible for estimating the situation and determining the magnitude of the 

emotional state according to Simonov’s Information Theory of Emotions [11]: 

 E=f(N, p(Ineed, Ihas)) (2) 

where E is emotion, its magnitude, and sign (quality); N is the strength and quality of 

the current need; p(Ineed, Ihas) is the assessment of the ability to satisfy a need on the 

basis of innate and acquired life experience; Ineed is information on how to satisfy needs; 

and Ihas is information on the means (resources) available to the agent that are required 

to satisfy actual needs. It is important here that the behavior of the agent (robot) is 

determined by its needs and emotional state. 

Fig. 2 illustrates an example of the basic architecture of the emotional-needs control 

system. An "emotional" agent is equipped with a set of simple sensors and solved a 

standard behavioral task, using some simple rules such as: "IF (hungry) THEN (find 

food)", "IF (detect obstacle) THEN (run away)" etc. The influence of emotions on 

agent's behavior is realized as a positive form of feedback between the output signals 

(current actions or procedure) and behavior rules. 

Eat

Food needs
Food

Safety needs
Obstacle

Danger

Comfort needs

Move to 

obstacle

Walk

Escape

Needs Gates
Actions (behavioral 

procedures)

 - excitation

 - inhibition  - «NOT»

Food

Obstacle

Danger

Sensors

Communication between action and need

Emotional feedback

...

 

Fig. 2. Emotional-needs architecture. 
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An "Actions" block is a set of behavioral procedures. Every procedure is activated 

by signals from a "Needs" block and signals from special "Gate" elements. The "Gate" 

is an element that accepts direct signals from sensors and feedback signals from output 

elements. Every output procedure has its own emotional "weight". This signal is an 

input value for the gate element. It means that the positive emotion, associated with 

action ai, ("Eat", "Walk", …) will cause an increase in the activity of this action (man-

ifestation of the positive feedback loop). We emphasize that emotional-needs architec-

ture is the physiological, basic, or reflex level of a control system. Here the main func-

tion of emotions is to stabilize behavior. 

3.2 Model of the world, “I” 

An important attribute of the management system of an intelligent agent is the availa-

bility of knowledge about the world around it. If a component called “I” (the subject of 

activity) is added to this model of the world, then we get what is called a picture of the 

world (PW) (see Osipov [14]). In a certain sense, PW can be considered as some kind 

of superstructure over the basic stimulus-reactive level. From an architectural point of 

view, this is the component that implements the impact on the sensory system, deter-

mines the significance of certain needs, and, thus, changes the nature of the system’s 

behavior, its goal-setting, etc. One of the most effective models for representing 

knowledge in PW is the symbolic or semiotic model, in which the main essence—the 

sign—is represented by four of its components: name n, percept p (image, form of ex-

pression), value m (method of use), and personal meaning a (goals, motives, personal 

meaning). In the model, homogeneous components each form a network, i.e., here we 

are dealing with four networks. 

The following assumptions are important. We assume that the elements of the con-

trol system are equipped with one more confirming input—in addition to the exciting 

or initiating input—which is the input for the signal from the top of the “I”. Thus, the 

action will not be activated if there is no confirmation signal from the “I”, interpreted 

as the “belonging” of this action to the agent. In a certain sense, it is a feeling (sensation) 

of the self, i.e., identification or perception of an object as one’s own. Without such a 

sensation, a mismatch of activity occurs in nature, such as the complex neuropsychiatric 

disorder called “alien hand syndrome”, of which one clinical symptom is the presence 

of subjective sensations of the foreignness of a limb. From the point of view of semiot-

ics, this means that these actions are the meaning of the sign “I”, i.e., the question of 

conditionality is resolved in the most natural way. 

The second assumption is that the activation of a component of a sign entails the 

activation of its other components, and associative connections arise between simulta-

neously active network nodes. 

3.3 Imitative behavior 

This model quite naturally implements such phenomena as imitative behavior and so-

cial learning (learning by observing others). For example, let the agent know that the 

objects 1 and 2 are edible, i.e., belonging to the category of stimulus S (food) for 
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action R (eat). Let the agent further observe that someone (conspecific) eats the object 

x, which was not previously considered by the agent as edible. Then, as a result of this 

observation, the agent will also classify this object as edible. A diagram for this is 

shown in Fig. 3. 

In Fig. 3a, Sm is the component of the meaning of the “edible object” sign; Rm and 

Rp are the components of the meaning and perception of the sign “eating”, respectively; 

and Selfm and Selfp are the values and percept of the sign “I”, respectively. 
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Selfp
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Obs(A )
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b) c) 

Fig. 3. The schema of imitative behavior. a) The conceptual scheme: solid lines are the relation-

ships between value elements. The dashed-dotted lines are the connections between the compo-

nents of the sign—the percept-value. b) The initial state of the system: all vertices are inactive, 

and there are a priori connections between the signs and the components of the sign. Communi-

cation S.p-x.p is optional (dotted line). c) The situation of monitoring the actions of the other 

agent. 
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Obs(A') and Obs(RA') are the results of observation: the agent sees that conspecific 

A' performs action R. Performing action Rm activates some motor function act (actually 

eating), and the execution of the procedure is accompanied by the issuance of some 

signal (Signal). 

So, the animat sees that the agent A' performs some action R with respect to the 

object X. Moreover, X was not previously considered by the subject as a determining 

factor for the stimulus S (the X-S connection was not part of the subject’s personal ex-

perience). Observation of the conspecific’s actions leads to activation of the Rp sign 

percept. The presence of the percept-value relationship means the activation of the 

value element Rm: Obs(RA') → Rp → Rm. At the same time, the observed conspecific is 

compared with “I”: the Selfp percept is activated, which leads to the activity of Selfm: 

Obs(A') → Selfp → Selfm. 

This is the result of matching the conspecific with “I”. Thus, all components of the 

circuit are in an excited state—R, S, and the actual object of observation, X. An associ-

ative connection is formed between X and S; that is, during observation, object X is 

included in the animat’s behavioral experience, and this is done on the basis of observ-

ing the conspecific’s behavior. This is imitative behavior; adding an evaluation element 

to this scheme then allows us to describe another phenomenon—the formation of reflex 

reactions, which are also formed on the basis of observation. 

In this scheme, the most important point is the comparison of the subject with the 

conspecific (“I” and the other), determining the degree of their proximity. In nature, 

this identification is probably similar to what is called kin selection, when behavior 

determined by the degree of kinship of interacting individuals becomes evolutionarily 

beneficial (see, for example, Wilson [15]). 

3.4 Empathy 

This term refers to the ability to respond to the emotional states of surrounding indi-

viduals of varying degrees of proximity. Empathy is believed to determine the emo-

tional propensity for collaboration and the manifestation of altruism. Of course, an in-

dividual's predisposition to empathy is a necessary, but not sufficient, property for the 

morality of the individual. Moreover, empathy is not a purely human property; in ethol-

ogy, one of the mandatory mechanisms for the formation of the social interaction of 

individuals is the so-called sympathetic induction, the definition of which is identical 

to the definition of empathy. We are interested in two aspects of empathy: the mecha-

nism of its implementation and the object of the empathy. 

The realization of the empathy mechanism is possible on the same principle of iden-

tification (or determination of the degree of proximity) of the observed agent with the 

“I”. The “formula” for empathy is quite simple and is determined by the components 

of the I/AS control system: 

 Empathy = {Emotions + Identification of the conspecific + Imitative behavior} (3) 

With the object of empathy, the situation is somewhat more complicated. In a certain 

sense, emotions are, first of all, a way of integrally assessing an individual’s state (see 

[11]). Moreover, we assume that there is an external manifestation of the emotional 
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state of agents, and it is significant here that empathy is the basis for a higher level of 

management related to goal-setting and planning. In terms of moral philosophy, this 

means the action of the golden rule: either implement a plan of action in which the other 

will feel good (increase the level of emotional state—a positive wording of the rule: 

“act in such a way ...”) or form a plan that does not lead to the appearance of negative 

conspecific emotions (negative wording: “do no harm”). In any case, the conspecific’s 

emotional state influences the formation of the agent’s behavior motive and goal. This 

is the main role of empathy from a technical point of view. 

3.5 Characteristic properties of moral agents 

Next, we summarize some characteristic properties attributed to moral agents. 

Language. Morality cannot exist without a symbolic language. The animal world does 

well without language; what is sometimes called a language is signal communication, 

i.e., the external manifestation of the internal state of the animal (see, for example, the 

work of Panov [16]). The role of signaling communication is certainly great, and many 

mechanisms of social behavior and interaction are built on this, including empathy, as 

discussed above. 

Motive. The issues of motivating the behavior of a moral agent are considered so di-

verse in moral philosophy that we can find any convenient point of view (as, inci-

dentally, on almost all other issues). For example, the view of John Locke is very con-

venient: personal interest is the only reasonable motive (cited in [17]). 

Feelings. If, by feelings, we understand a certain process that reflects a subjective eval-

uative attitude to some objects, then those processes that occur in an emotional-needs 

architecture can rightfully be called feelings. A robot can really feel. If it is implied that 

a moral agent must possess “moral sentiment” (see, for example, [18]), then the task is 

simplified. So, we can completely abandon the consideration of this property and, at 

the same time, refer to Kant, who removed feelings from the realm of morality, consid-

ering their participation in the motivation of acts to be a prerequisite for the moral in-

feriority of the latter [19]. 

Alternatively, consider that, according to Hutcheson, moral feeling cannot directly 

motivate but is a response to a motive (cited in [17]). This also speaks to David Hume’s 

assertion that moral feeling is the result of the action of simpler psychological princi-

ples—sympathy and the association of ideas. Any motives leading to human happiness 

are approved, and good consequences are indirectly experienced through sympathy, 

leading to a positive feeling about such motives. 

Sympathy. This phenomenon is also the result of a comparison of the observed other 

agent (not even necessarily conspecific) with the “I”. Naturally, the strength of sympa-

thy depends on the degree of proximity of the observed agent. It should be noted that 
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this can be considered as a direct consequence of the organization of a sign-oriented 

picture of the world. Excitation of some components of the sign (percept, value or per-

sonal meaning) leads to the excitation of its other components, including the name “I”. 

Responsibility. The moral agent is held responsible for its actions. Here, everything 

can turn out to be very simple. According to Parthemore and Whitby, а moral agent 

must possess certain key concepts and have the ability, over an extended period of in-

teractions between the agent and its social and physical environment, to deploy those 

concepts appropriately [2]. This view of responsibility does not help either: "Thus, to 

be morally responsible for something, say an action, is to be worthy of a particular kind 

of reaction — praise, blame, or something akin to these — for having performed it", 

see M.Talbert [20] 

Sometimes, the requirement for the independence of decisions expressed in judg-

ments and actions is added to a personal responsibility for the consequences of deci-

sions, where independence means that the subject should not act in accordance with a 

program laid down by someone else. However, this kind of reasoning usually—and 

quickly—becomes speculative. It is interesting that such a statement of the question of 

the boundary between what is laid down by nature and what is free will and independ-

ence is very rarely posed in a technical interpretation. There is usually a clear under-

standing that, on the one hand, there is some fixed, a priori specified part of the control 

system, and, on the other, that there are dynamically changing components. Consider 

the animat architecture; it clearly distinguishes the lower physiological, fixed, reflex 

level (on which, by the way, the emotional part of the control system works) and a 

superstructure thereof—the cognitive level, which is represented, for example, by a se-

miotic system. 

So, we can at least state that many of the properties of a moral subject can be inherent 

in an artificial agent—and here, we are not talking about simulating mental or cognitive 

processes, properties of consciousness, and so on, but about dealing with purely tech-

nical solutions that are designed to increase the adaptive capabilities of a technical de-

vice. These decisions (models and mechanisms) can also be interpreted in humanitarian 

terms. 

We have carefully avoided issues of moral philosophy; discussions about utilitari-

anism, evolutionary ethics, and even pragmatism are not within our competence. We 

have only tried to ask the question: if there is a certain list of properties that a moral 

agent should possess, are there reasons why we cannot recognize such an artificial 

agent—a robot? 

4 Conclusion 

So, everything goes to the idea that we are delegating an intelligent/autonomous system 

to independently make decisions that are critical for a person. If, in a situation of choice, 

the weight of technical and legal considerations is exhausted, then moral criteria re-

main, and trust in such an “ethical” decision is possible only when the decision-making 

entity is a moral agent. 
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We emphasize once again that all the mechanisms described above were introduced 

exclusively for reasons of technical expediency, in order to solve the problem of creat-

ing effective adaptive mechanisms—in three stages, to solve three classes of problem. 

At the first stage, these mechanisms should allow the technical device to act expediently 

in a complex, nondeterministic, dynamic environment. At the second stage, the task of 

organizing interaction within a group of agents was solved until the appearance of 

forms of social organization, and the formation of agent societies was also considered 

as an adaptation mechanism. The third stage is the task of purposefully managing social 

behavior, and, again, additional adaptation mechanisms were needed here, allowing so-

ciety to maintain its stability. One of the most important factors of stabilization is the 

existence of mechanisms for resolving conflicts within society, and this is the main task 

and essence of morality. 

These questions are not new to moral philosophy. For example, according to Drob-

nitsky, the essence of normative regulation is that “the action of social laws passes into 

the actions of individual agents” and thus “the social whole reproduces itself through 

individual mass behavior,” and morality is a special case of this process [21], [19]. 

Today, there is intensive and fairly successful development of the cognitive and so-

cial abilities of intelligent autonomous systems. However, in the field of ethics of I/AS 

behavior, promotion is fraught with a number of difficulties, and the main problem is 

the lack of constructive models that researchers expect from moral philosophy. Their 

absence often leads to developed models and methods remaining at the level of an eve-

ryday, amateurish understanding of moral problems. 
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